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ABSTRACT

We present a procedure to objectively adjust the error covariance matrices of a variational data assimilation system based on popular diagnostics that utilize differences between observations, and prior and posterior model solutions at the observation locations. In the application to a data assimilation system that combines a 3-dimensional physical-biogeochemical ocean model with large datasets of physical and chlorophyll a observations, the tuning procedure leads to a decrease in the posterior model-observation misfit and small improvements in short-term forecasting skill. It also increases the consistency of the data assimilation system with respect to diagnostics based on linear estimation theory and reduces signs of overfitting. The tuning procedure is easy to implement and only relies on information that is either prescribed to the data assimilation system or can be obtained from a series of short data assimilation experiments. Our implementation includes a log-normal representation for biogeochemical variables and associated modifications to the diagnostics. We further examine the effect of the length of the observation window (number and distribution of observations) used to compute the diagnostics, and the effect of neglecting model dynamics in the tuning procedure.

1. Introduction

The availability of large observational datasets and the increased importance of numerical models as scientific tools is leading to a growing use of data assimilation (DA). Application of DA to high-dimensional models in the geosciences in general and to biogeochemical (BGC) ocean models in particular have created significant improvements in model skill based on a variety of metrics (Edwards et al. 2015; Stammer et al. 2016). Yet, many opportunities for improvement remain for DA methods. In particular, some of the most widely-used DA techniques require the specification of observation error and background error values which have a strong influence on DA results but are difficult to determine objectively. In applications, these uncertainties are often based on heuristic approaches that can lead to inconsistencies (with respect to linear estimation theory) between specified error values and the response of the DA system. Recently, the diagnostics introduced in Desroziers et al. (2005) set the foundation for a variety of approaches to more objectively estimate observation and background error values for variational and ensemble DA systems.

Observation and background error values are typically specified in the form of \( R \) and \( B \), the observation and background error covariance matrices, respectively. The dimensions of \( R \) are determined by the number of observations used in the DA application. Observation error covariances, the entries of \( R \), are determined by instrument noise, the error of representativeness and other error sources such as errors in the preprocessing of the data. These observation error contributions and their structure are typically not well understood and difficult to estimate objectively.

The dimensions of \( B \) are the length of the model state vector (model grid size \( \times \) number of model variables) which is upwards of \( 10^6 \) for typical 3-dimensional ocean models. Due to its size alone, the entries of \( B \) which represent the error of the prior estimate, are difficult to determine. In practical applications, background error values are often based on an ensemble of model simulations or a single (long) model simulation without DA, thereby assuming that background errors are proportional to variability in the non-assimilative model output. Inflation coefficients are used in some applications to rescale observation or background error values, thereby modifying the weight observations or model solutions have in the assimilation. Some operational DA systems employ complex covariance models that can perform updates to the error estimates over the course of a DA simulation (see, e.g., Dee et al. 2011). Recently, the error covariance diagnostics presented in Desroziers et al. (2005) have gained in popularity and found use in a variety of applications to...
estimate entries or subsets of entries of $\mathbf{R}$, $\mathbf{B}$ or inflation coefficients.

The diagnostics in Desroziers et al. (2005) (from hereon referred to as error covariance diagnostics) are based on linear estimation theory which forms the theoretical basis of variational and many ensemble-based DA techniques (see, e.g., Talagrand 1999, for a summary). They can be easily computed based on differences between the observation values and the background (prior) and analysis (posterior) model solutions at the observation locations and are therefore also often referred to as observation-minus-background, observation-minus-background statistics. Their computation requires an analysis solution and thus output from one or multiple DA experiments (a more detailed description of the error covariance diagnostics and their computation is presented in Section c).

The error covariance diagnostics were originally introduced as consistency diagnostics, allowing for a relatively simple way to check the error specifications of DA systems. They have found a wide variety of applications in various DA systems: early use of the diagnostics include the estimation of observational error values and inflation coefficients for an ensemble Kalman filter-based DA system (Li et al. 2009), the estimation of observational errors including error correlations (off-diagonal elements of $\mathbf{R}$) in a variational DA application (Bormann et al. 2010), and to estimate the sensitivity of DA-based model forecasts on entries in $\mathbf{R}$ and $\mathbf{B}$ Daescu and Todling (2010). More recently, the use of error covariance diagnostics has gained in popularity, especially applied to atmospheric models: several studies including Stewart et al. (2014); Waller et al. (2016b); Bormann et al. (2016) and Campbell et al. (2017) use them to estimate observation error values for different observation types. The estimation includes error correlations and each study highlights the importance of including these correlations in DA systems, especially for spatially and temporally dense observations such as satellite data. Other uses of the error covariance diagnostics include the estimation of model error in weak constraint DA systems (using an extension of the error covariance diagnostics; Bowler 2017) and accounting for the lack of model error in strong constraint DA systems through adjustments of $\mathbf{R}$ (Howes et al. 2017). Applied to ocean models, the error covariance diagnostics have been used to adjust observation errors and in the estimation of a time-dependent inflation coefficient accounting for changes in the global observing network in a historical ocean reanalysis (Yang et al. 2017). Similar statistics, based on the difference between observations and non-assimilative model solutions at the observation locations, obtained from an ensemble of simulations are used in Karspeck (2016) to estimate observational error values for a 1°-resolution global ocean model.

In practical applications, estimates of $\mathbf{R}$ and $\mathbf{B}$ obtained from the error covariance diagnostics will not be exact and are dependent on the presumed error structure. As noted in Desroziers et al. (2005), the simultaneous estimation of $\mathbf{R}$ and $\mathbf{B}$ requires that the spectra of the matrices differ sufficiently and Ménard (2016) highlight further limitations of the error covariance diagnostics in the joint estimation of observation and background error values. Several studies further show that, if observation error correlations exist in the data but are omitted in the formulation of $\mathbf{R}$, observation error estimates obtained from the error covariance diagnostics tend to be inaccurate and can degrade assimilation results (Bormann et al. 2016; Ménard 2016; Waller et al. 2016b). Despite their known limitations, useful results can still be obtained from the error covariance diagnostics even if the errors are not perfectly specified Bormann et al. (2016); Waller et al. (2016b) and many studies report improvements in assimilation results after modifications of the DA systems based on the error covariance diagnostics (Bormann et al. 2016; Campbell et al. 2017; Cordoba et al. 2017).

In this study, we apply error covariance diagnostics-based covariance adjustments to a 4D-Var DA system consisting of a 3-dimensional coupled physical-BGC ocean model with physical and satellite chlorophyll $a$ data. This DA setup has previously been presented in Mattern et al. (2017), where manual modifications to $\mathbf{B}$ were used to reduce the magnitude of increments to the BGC model variables and increase their magnitude for the physical variables. The approach presented here is based on a fixed-point iteration (FPI) that iteratively determines multiplicative factors that adjust parts of $\mathbf{R}$ and $\mathbf{B}$ associated with different subsets of observations, a technique similar to that presented in Desroziers and Ivanov (2001) and Bölöni and Horvath (2010). We investigate if the adjustments have a positive effect on the error covariance diagnostics and beyond that on other metrics such as the model forecasting skill. As this represents the first application of error covariance diagnostics to a coupled physical-BGC DA system, our examination highlights the balance between increments to the physical and the BGC variables when observations of both types are assimilated jointly. We thus examine if this procedure avoids the need for manual adjustments which are cumbersome and frequently based on subjective criteria. By using two configurations of our DA system with different error structures (one strongly simplified), we further examine the effect of the error structure on the convergence characteristics of the FPI and the DA results. Furthermore, we assess the sensitivity of the FPI technique on the number of assimilation cycles (length of the observation window and number of observations) used to generate the error covariance diagnostics (Section c), the effect of model dynamics on the covariance estimates (Section d), and the attractiveness of the fixed point we obtained with our procedure (Section e).
2. Methods

a. Model and observations

The coupled physical-BGC model is based on the Regional Ocean Modeling System (ROMS; version 3.7, revision 737; Haidvogel et al. (2008)). The model domain covers the California Current System (CCS; latitude: 30°N to 48°N, longitude: coastline to 134°W) at a horizontal resolution of 0.1° × 0.1°; it is divided into 42 terrain-following layers vertically. Boundary conditions and physical forcing (wind, solar radiation, air temperature, pressure and humidity) are based on output from COAMPS (Doyle et al. 2009). More details about the physical model are provided in Veneziani et al. (2009) and Raghukumar et al. (2015), which use a setup identical to our present application.

The BGC model is NEMURO (Kishi et al. 2007) which contains 11 BGC variables, including 2 phytoplankton which represent different size classes: large phytoplankton (LP) simulate diatoms, dominant in the coastal waters of the CCS, while small phytoplankton (SP) represent smaller species more prevalent offshore. LP and SP are assumed to have fixed but different nitrogen-to-chlorophyll a ratios, affecting the observation operator $H$ for chlorophyll $a$ and the setup of our FPI below. NEMURO parameter values are taken from and listed in Mattern et al. (2017), a parameter estimation study using the same model domain. The setup of the coupled physical-BGC model is identical to that in Mattern et al. (2017) where more information can be found.

In our experiments, we assimilate satellite-derived surface chlorophyll $a$ data as the only BGC data jointly with physical data for temperature, salinity and sea surface height (SSH) anomaly. The physical data include in situ, satellite-based, and reanalysis-based data. All data sources are listed in Table 1.

b. 4D-Var based assimilation system and log-transformation

The DA system uses the incremental, strong constraint 4D-Var implemented in ROMS; our implementation computes increments to the initial conditions for the model’s state variables over 4-day assimilation cycles, using an iterative conjugate-gradient algorithm in order to minimize the cost function

$$
J(x) = \frac{1}{2}(x_b - x)^T B^{-1} (x_b - x) + \frac{1}{2}(y - H(x))^T R^{-1} (y - H(x)).
$$

(1)

Here, $x$ is the model state vector and $x_b$ is its initial estimate, also referred to as the background model state. The vector $y$ contains the observations, typically at different points in time and space, and $H$ is an operator mapping $x$ to $y$, accounting for temporal progression based on the model dynamics, and spatial interpolation. $B$ and $R$ are the background and observation error covariance matrices, respectively, that are the focus of this study and that are adjusted in the procedure detailed in the sections below. The 4-day cycle length was chosen as a duration over which the nonlinear model is typically well approximated by its tangent-linear representation.

In our setup, we assume normal distributions for all physical variables which is the standard 4D-Var approach. For the BGC variables, in particular chlorophyll, we assume log-normal distributions which better represents its characteristics in nature (Campbell 1995) and DA scenarios (Song et al. 2012). These assumptions imply that the distribution of the errors in the physical variables is normal, whereas the distribution of the errors in the log-scaled BGC variables are normal (for details, see Fletcher and Zupanski 2006). This change requires modifications to the standard cost function in Eq. (1), and these changes are described in detail in Song et al. (2012) and Song et al. (2016a). The structure of $J$ remains essentially the same as in the standard, purely Gaussian DA, but with $B$ and $R$ describing the statistics of variables with either normal and log-normal distributions. Applications of this 4D-Var setup with log-normal distributions are described in Song et al. (2016a) and Mattern et al. (2017). In the following, we implicitly presume that all variables are appropriately transformed to fulfill the assumptions of the log-transformed 4D-Var in Song et al. (2016a). This implies that the entries in $B$ and $R$ associated with BGC variables are covariances of the log-transformed variables; covariance entries between different variables (log-transformed or not) are zero. The log-normal assumption for chlorophyll $a$ and the contribution of LP and SP require modifications to FPI which are detailed in Appendix B. The basic technique, however, is general and does not rely on the log-transformation.

c. Error covariance diagnostics

Following Desroziers et al. (2005), we define the following properties that are dependent on the observations $y$, the prior (background) model solution at the observation locations $H(x_b)$ and the posterior (analysis) model solution at the observation locations $H(x_a)$:

$$
d^b_o = y - H(x_b)
$$

(2)

$$
d^a_o = y - H(x_a)
$$

(3)

$$
d^b_a = H(x_a) - H(x_b).
$$

(4)

Thus $d^o_b$ and $d^o_a$ represent model-data misfit for the posterior and prior model solutions, respectively and $d^b_a$ quantifies the DA increments at the observation locations. For a linearized observation operator $H$, Desroziers et al. (2005) show that the following relationships should approximately hold for correctly specified variational DA
where $\mathbb{E}(\cdot)$ is the expected value. Hence, Eq. (5) and Eq. (6) provide diagnostics that can be used to assess the consistency of the specified background and observation errors with respect to the error covariance diagnostics. In practice, it is simpler to evaluate the following (weaker) relationships, that are only based on the diagonal elements of the matrices in Eq. (5) and Eq. (6) and easy to compute in DA applications:

$$
\mathbb{E}(d_b^i d_b^j) \approx H B^T
$$

$$
\mathbb{E}(d_o^i d_o^j) \approx R,
$$

where $\mathbb{E}(\cdot)$ is the expected value. Hence, Eq. (5) and Eq. (6) provide diagnostics that can be used to assess the consistency of the specified background and observation errors with respect to the error covariance diagnostics. In practice, it is simpler to evaluate the following (weaker) relationships, that are only based on the diagonal elements of the matrices in Eq. (5) and Eq. (6) and easy to compute in DA applications:

$$
\sigma_b(i) = \sqrt{\frac{1}{|O_i|} \sum_{j \in O_i} d_b^j d_b^j} \approx \sqrt{\frac{1}{|O_i|} \sum_{j \in O_i} (H B^T)_jj} = \sigma_b(i)
$$

$$
\sigma_o(i) = \sqrt{\frac{1}{|O_i|} \sum_{j \in O_i} d_o^j d_o^j} \approx \sqrt{\frac{1}{|O_i|} \sum_{j \in O_i} R_{jj}} = \sigma_o(i),
$$

where the $O_i$, for $i = 1, \ldots, n_i$, denote subsets of observation indices, allowing for the distinction of the observation subsets, such as different observation types. The error covariance diagnostics $\sigma_b(i)$ and $\sigma_o(i)$ are based on $B$ and $R$, properties that must be defined prior to performing DA, while $\sigma_o(i)$ can only be determined after the assimilation is completed. In our FPI implementation below, the computation of $\sigma_b(i)$ does not include the tangent-linear model dynamics contained in $H$ (rather, $\sigma_b(i)$ is based on the entries of $B$ at the observation locations), an issue noted in Neveu et al. (2016) and Bowler (2017) that is further investigated in Section d. Our implementation also does not include a bias removal term, as used in Waller et al. (2016a) and Cordoba et al. (2017).

d. Fixed-point iteration

Building on ideas in Desroziers and Ivanov (2001) and Desroziers et al. (2005), we construct a FPI to adjust background and observation errors in an attempt to improve the consistency of the error statistics used in our DA system with respect to the error covariance diagnostics. Based on Eq. (7), we set up the following iterative procedure:

$$
\sigma_b(i)_{(k+1)} = \sigma_b(i)_{(k)} \quad \text{and} \quad \sigma_o(i)_{(k+1)} = \sigma_o(i)_{(k)}
$$

for $i = 1, \ldots, n_i$ and $k = 0, \ldots, n_k$.

The iteration starts at $k = 0$ with default values for $B$ and $R$ which determine $\sigma_b(i)_{(0)}$ and $\sigma_o(i)_{(0)}$. After performing a DA simulation, typically consisting of multiple cycles, $\sigma_b(i)_{(k)}$ and $\sigma_o(i)_{(k)}$ can be determined. Here, we compute the error covariance diagnostics for each DA cycle individually and then average across cycles to obtain $\sigma_b(i)_{(k)}$ and $\sigma_o(i)_{(k)}$. In the next step, $R$ and $B$ are adjusted to satisfy the equalities in Eq. (8). The rows and columns in $B$ associated with observation type $i$ are multiplied by $\lambda_b(i) = \sigma_b(i)_{(k)} / \sigma_b(i)_{(0)}$. $R$ is treated analogously, using the multiplier $\lambda_o(i) = \sigma_o(i)_{(k)} / \sigma_o(i)_{(0)}$; since $R$ is diagonal, this amounts to multiplying all diagonal elements $R_{jj}$ associated with observation type $i$ by $(\lambda_o(i))^2$. This step determines the new values for $\sigma_b(i)_{(k+1)}$ and $\sigma_o(i)_{(k+1)}$, $k$ is incremented, and the above procedure is repeated in the next iteration. In the following, we drop the FPI index $k$ from our notation, when error covariance diagnostics appear in the same equation, they have the same FPI index.

In our FPI procedure, we use different observation types for adjusting $B$ and $R$. For $B$, we distinguish between temperature, salinity, SSH and log-chlorophyll, the latter yielding two multipliers for LP and SP (which are not independent, see Appendix B). For $R$, we may additionally split up temperature and salinity observations into satellite and in situ categories (see below for details). Consequently, each iteration determines the values for 9 to 11 multipliers, background errors for unobserved variables remain unchanged.

e. The data assimilation configurations

We test the FPI procedure for two DA configurations that only differ in their initial values for $B$ and $R$ and that showcase the range of complexity possible in different DA systems. In the more complex DA configuration 1 (DAC1), the entries in $B$ are based on variations around the

<table>
<thead>
<tr>
<th>observed variables</th>
<th>data source</th>
<th>URL</th>
<th>data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>chlorophyll a</td>
<td>MODIS-Aqua</td>
<td>[URL]</td>
<td>satellite</td>
</tr>
<tr>
<td>SSH</td>
<td>AVISO</td>
<td>[URL]</td>
<td>satellite</td>
</tr>
<tr>
<td>salinity</td>
<td>Aquarius</td>
<td>[URL]</td>
<td>satellite</td>
</tr>
<tr>
<td>temperature</td>
<td>OSTIA</td>
<td>[URL]</td>
<td>satellite</td>
</tr>
<tr>
<td>T+S</td>
<td>UK Met Office</td>
<td>[URL]</td>
<td>in situ (profiles)</td>
</tr>
<tr>
<td>T+S</td>
<td>UCSD glider</td>
<td>[URL]</td>
<td>in situ (glider)</td>
</tr>
<tr>
<td>T+S</td>
<td>Argo</td>
<td>[URL]</td>
<td>in situ (float)</td>
</tr>
</tbody>
</table>

Table 1. The data used for assimilation.
climatological monthly mean of a long (>10 year) model simulation without DA. That is, daily snapshots of the model state are aggregated for each climatological month and their variances determine the diagonal elements of $B$, resulting in 12 covariance matrices that are selected and used in the DA based on the start of the DA cycle (note that our FPI algorithm does not distinguish between months and that the same $\lambda^{(i)}_b$ multipliers are applied to all $B$). This configuration is nearly identical to that used in Mattern et al. (2017), where a multiplicative factor of 0.1 is used to reduce the BGC background error values in order to prevent undesired changes to the biological model state in unobserved variables. For the same reason, DAC1 also uses a multiplicative reduction of 0.1 for entries in $B$ but here it is only applied to entries for unobserved variables which are not adjusted by the FPI.

DA configuration 2 (DAC2) has a much simpler setup for $B$: diagonal entries associated with surface values are constant for each variable (values for the variables are listed in Table 2), a logistic decline with depth is then applied to the surface values to determine subsurface entries. This depth reduction is meant to lower the impact of DA at depth where oceanic variability is weaker and the prior estimate is presumably more accurate; below 200 m, variance values are approximately 10% of their magnitude at the surface. In ROMS, decorrelation length scales determine the off-diagonal elements for $B$: as in Song et al. (2016b), we use a horizontal decorrelation length scale of 50 km for all variables and a vertical one of 30 m and 7 m for physical and BGC variables, respectively. In all cases $B$ is univariate, block diagonal.

Our two DA configurations also differ in their entries for $R$. DAC2 uses only four observation types, whereas DAC1 distinguishes between in situ and satellite temperature and salinity observations (values are listed in Table 2). All initial observation error values are roughly based on those used in a previous DA application (Mattern et al. 2017) but are simplified to one value for each observation type.

3. Results

a. Convergence

We first examine the FPI’s convergence characteristics using an FPI setup where each iteration of the FPI is based on ten DA simulations, each consisting of two DA cycles. We thus refer to this DA setup as the 10x2 setup. The ten simulations are spread evenly spaced across a 3-year period of interest (2013 to 2015; the start date of the first simulation is 2013-01-05, that of the last is 2015-09-06) in order to capture and better represent interannual and intrannual differences in data availability, model misfit, (monthly) background error values, etc. In our application, it is especially important to include intraannual differences in the DA cycles, largely because of seasonal differences in the BGC model dynamics, while the length of each simulation (here: 2 cycles) is less crucial. Initial conditions for each of the ten simulations are provided by a DA simulation without covariance adjustments, more than 3 million observations are assimilated in the 20 non-consecutive DA cycles of the 10x2 setup (Fig. 1, center column).

In our tests, the FPIs converge rapidly for both DAC1 and DAC2 (Fig. 2). In both DA configurations, relatively large changes to $\sigma_o$ and $\sigma_b$ are made during the first 3 iterations after which only smaller adjustments occur for all observation types. We stop each FPI after 5 iterations, at which stage most multipliers have values close to 1 (the largest deviation from 1 is the DAC1 log-chlorophyll $a$ background error multiplier with a value of 0.880, see Fig. 2d), and we do not expect significant improvements from additional iterations. The largest overall relative change occurs for the in situ temperature and in situ salinity observation error which increases by factors of 7 and 10, respectively (with a noticeable effect in the results below). Apart from these large changes, $\sigma_o$ and $\sigma_b$ remain between 25% and 250% of their original values for all other observation types.

![Fig. 1. The number of temperature (“T”; red), SSH (yellow), salinity (“S”; blue), and chlorophyll a (“Chl”; green) observations used in our experiments; darker colors mark in situ observations (see arrows). Our FPI is based on the 10x2 setup (center), the prior and posterior model observation misfits in Section b were determined based on a longer DA simulation spanning all of 2013 (left), while the FPI sensitivity experiments in Section c are based on the 1x2 setup (right).](image-url)
TABLE 2. The initial values for the diagonal entries of $\mathbf{B}$ and $\mathbf{R}$ used in DA configurations DAC1 and DAC2. Background error values for DAC1 are based on a long model simulation and not shown here.

<table>
<thead>
<tr>
<th>variable</th>
<th>units</th>
<th>$\sqrt{B_{jj}}$ DAC2 surface</th>
<th>$\sqrt{R_{jj}}$ DAC2</th>
<th>$\sqrt{R_{jj}}$ DAC1</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSH</td>
<td>m</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>temperature</td>
<td>°C</td>
<td>1.0</td>
<td>0.3</td>
<td>in situ: 0.1, other: 0.3</td>
</tr>
<tr>
<td>salinity</td>
<td></td>
<td>0.1</td>
<td>0.3</td>
<td>in situ: 0.01, other: 0.3</td>
</tr>
<tr>
<td>u-velocity</td>
<td>m s$^{-1}$</td>
<td>0.03</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>v-velocity</td>
<td>m s$^{-1}$</td>
<td>0.03</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>LP</td>
<td>mmol N m$^{-3}$</td>
<td>0.3</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>SP</td>
<td>mmol N m$^{-3}$</td>
<td>0.3</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>log-chlorophyll</td>
<td>log(mmol chl a m$^{-3}$)</td>
<td>–</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>unobserved BGC</td>
<td>various</td>
<td>0.3</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Fig. 2. Convergence of $\hat{\sigma}_b$ (top row) and $\hat{\sigma}_o$ (bottom) for DAC1 and DAC2. Each column corresponds to an observation type, in situ and satellite observations are distinguished by line style (for reference, in situ and satellite observation results for DAC2 are included, as well as aggregate temperature and salinity results for DAC1). For log-chlorophyll, we distinguish between $\hat{\sigma}_b$ for LP and SP (d), which are identical for DAC2.

Despite differences in configurations that cannot be eliminated by the FPI, such as the spatial structure of background errors in DAC1 or differences in entries for unobserved variables, $\hat{\sigma}_b$ and $\hat{\sigma}_o$ converge to very similar values for DAC1 and DAC2. For DAC2, where no distinction is made between in situ and other observation types, the $\hat{\sigma}_o$ for temperature and salinity converge towards the same values as DAC1’s $\hat{\sigma}_o$ for the satellite observations which far outnumber in situ observations and thus largely determine the error covariance diagnostics. These similarities between the final entries in $\mathbf{B}$ and $\mathbf{R}$ for the two DA configurations indicate that the procedure converges towards the same fixed-point. Further tests in Section e highlight that the FPI converges to nearly identical values if the initial entries in $\mathbf{B}$ and $\mathbf{R}$ are modified by random multipliers. Following the FPI procedure, can we now expect similar DA results for the tuned DAC1 and DAC2?

b. Consistency & model-observation misfit

In our assessment, we evaluate the effects of the covariance adjustments by performing a year-long DA simulation for each of the two DA configurations before and after the covariance adjustments. Each simulation starts on 2013-01-01 and spans all of 2013, during which more than 15 million observations (Fig. 1, left column) are assimilated in 92 cycles. In order to compare the DA configurations, we used several metrics that distinguish between...
FIG. 3. Scatter plots for the metrics introduced in Section b for DAC1 (first column) and DAC2 (second); each panel shows the results of the DA before (x-axis) and after the FPI (y-axis) was used to adjust B and R. Average values for each observation type are marked by solid lines. For DAC1, the results are split into in situ and satellite observations for temperature and salinity. Note that the x-axis in (a) is squeezed beyond 1.1 to accommodate high $e_\sigma$-values and that log-chlorophyll is split into LP (dark green P_L) and SP (light green P_S).
observation types and DA cycles. That is, the metrics below were computed for each cycle and observation type individually (and are thus dependent on \(O_{i,c}\), the observations associated with observation type \(i\) and DA cycle \(c\)).

We are primarily interested in improving the consistency of the DA system with respect to the error covariance diagnostics and assessing its effect on the DA result. To quantify this consistency, we define the metric \(e_{\sigma}^{(i,c)}\) as

\[
e_{\sigma}^{(i,c)} = \frac{1}{2} \frac{\sigma_i^{(i,c)} - \sigma_o^{(i,c)}}{\sigma_i^{(i,c)}} + \frac{1}{2} \frac{\sigma_b^{(i,c)} - \sigma_o^{(i,c)}}{\sigma_b^{(i,c)}}
\]

representing an evenly weighted average of fractional discrepancies between expected statistics. A lower value of \(e_{\sigma}^{(i,c)}\) indicates higher consistency with respect to the observations included in \(O_{i,c}\). The FPI leads to an overall improvement in consistency for all observation types for both DAC1 and DAC2 (Fig. 3a,b). As expected, the FPI leads to generally improved consistency values; only a small number of cycles show an increase in \(e_{\sigma}\) following the tuning procedure, this occurs mostly for two observation types, log-LP and log-SP in DAC1. Notably, the largest improvement in consistency occurs for in situ temperature and salinity in DAC1 which have especially high \(e_{\sigma}\)-values in the untuned system. The FPI also leads to an improvement in an alternative consistency metric that is based on the posterior (minimum) value of the cost function: in a consistent DA system \(J(x_a)\) is expected to be \(\chi^2\)-distributed with \(n_{\text{obs}}\) degrees of freedom, where \(n_{\text{obs}}\) is the number of observations. Hence \(E(J(x_a)/n_{\text{obs}}) = 1\) and \(J(x_a)/n_{\text{obs}} \approx 1\) can be used as a consistency diagnostic (often referred to as “J\(_{\text{min}}\)” diagnostic, see Talagrand (1999) and Ménard (2016)). In both configurations the value of \(J(x_a)/n_{\text{obs}}\) is closer to 1 in the tuned systems, with a bigger improvement for DAC1: while there is still large variability between cycles, the cycle-average \(J(x_a)/n_{\text{obs}}\) is moved from 1.97 to 0.99 by the tuning (Fig. 4a). For DAC2, the untuned system performs slightly better and the FPI leads to an improvement from 0.88 to 0.92 (Fig. 4b).

Besides consistency, an important measure of performance is the decrease in model misfit due to DA. We quantify the posterior model-observation misfit as the RMSE between the posterior model solution and observations as

\[
e_{\sigma}^{(i,c)} = \sqrt{\frac{1}{|O_{i,c}|} \sum_{j \in O_{i,c}} d_{b,j}^2}.
\]

The FPI procedure results in improved posterior RMSEs which are strongly dependent on the observation type (Fig. 3c,d). For DAC1, the FPI creates a large reduction in the posterior salinity RMSE (>40% on a cycle average) in combination with small reduction for satellite temperature. A small increase in the posterior RMSE occurs for chlorophyll \(a\), and a larger increase for the in situ observations, consistent with the increase in observation error for these observation types produced by the FPI (compare Fig. 2). For DAC2, there is a notable decrease in salinity and log-chlorophyll RMSE (>20%), while the posterior temperature error remains on average unchanged. In both configurations, the FPI has negligible impact on the SSH misfit of the posterior solution.

A lower posterior error does not necessarily constitute a superior posterior model solution, as a closer model fit to any particular dataset may be due to overfitting (fitting the solution to the random observation error). Thus, \(e_{\sigma}\) by itself is not a useful measure of DA performance and to complement it, we include the prior RMSE

\[
e_{b}^{(i,c)} = \sqrt{\frac{1}{|O_{i,c}|} \sum_{j \in O_{i,c}} d_{b,j}^2}
\]

which is based on unassimilated observations. Because observation are assimilated in consecutive cycles, \(e_{b}\) is a measure of DA performance and can be thought of as short term forecasting skill. Furthermore, \(e_{b}\) is not subject to overfitting (presuming uncorrelated observation errors) and can, in conjunction with \(e_{\sigma}\), be used as an overfitting indicator: if a DA system achieves a much lower posterior RMSE without a reduction of the prior RMSE in the next DA cycle, this indicates that the posterior error reduction may be due to overfitting. It should be noted that \(e_{b}\) can also be interpreted as a consistency diagnostic on innovations (Desroziers et al. 2005). In general, our FPI implementation leads to smaller changes in the prior RMSE in comparison to the posterior, yet overall, the FPI improves the forecasting skill for all observation types except in situ salinity, in situ temperature and SSH (Fig. 3e,f; again SSH remains nearly unaffected by the FPI). Interestingly, the prior RMSE for chlorophyll \(a\) is slightly better with tuning. Thus, the lower posterior RMSE of the untuned system in DAC1 did not translate into an improved forecast, an indication for overfitting that was effectively removed by the FPI. A similar conclusion can be drawn from the results for the in situ observations which are fit more tightly in the untuned system, resulting in a larger misfit to the satellite observations which vastly outnumber in situ observations for both temperature and salinity (see Fig. 1). The covariance tuning increases the observation error for in-situ temperature and salinity, thereby relaxing the fit to in situ observations but improving it for the satellite data. Another possible factor explaining the discrepancy between in situ and satellite model misfit for temperature and salinity may be that the observation values from the different data sources do not agree well. (The agreement is not easily quantifiable as in situ observations are mostly subsurface while satellite observation are from the ocean surface; a possible disagreement between data could perhaps be rectified by bias correction, examined in Waller et al. (2016a), but we did not implement a bias correction in this application.)
Figure 4. Scatter plots of $J(x_a) / n_{\text{obs}}$ for each DA cycle of DAC1 (first column) and DAC2 (second); both panels show the results of the DA before (x-axis) and after the FPI (y-axis) was used to adjust $B$ and $R$. Average values are denoted by numbers and marked by solid lines.

### c. FPI sensitivity

In our FPI experiments above, we used a setup where each iteration requires ten assimilative simulations, each consisting of two cycles. Even though these simulations can be run in parallel, a considerable computational expense is associated with each iteration. In order to assess the sensitivity of the FPI to the DA setup and gauge the potential for drastically reducing the computational cost of the FPI, we created a second FPI setup where each iteration consists of one, rather than 10 simulations, and in which just over 300 000 observations are assimilated (approximately 10% of the 10x2 setup; Fig. 1, right column). Because the single simulation still consists of 2 DA cycles, we refer to this setup as 1x2. In the following, we test the 1x2 setup in both DA configurations, DAC1 and DAC2 and compare the results to the 10x2 setup.

In terms of their convergence characteristics, the two FPI setups produce similar values, yet noticeable differences remain for some variables, especially for salinity background errors and log-chlorophyll observation errors (Fig. 5). For the metrics examined in Section b, the 10x2 setup results in an improvement in consistency (lower $e_\gamma$; not shown) over the 1x2 setup. With respect to the prior and posterior model error (not shown), the two setups exhibit systematic differences for the different observation types but no substantial improvement for either 10x2 or 1x2.

While the 1x2 setup comes at a lower computational cost, it is based on a lower number of observations. The results above indicate that the 1x2 setup provides less representative error covariance diagnostics, and may be potentially less suitable for general use in our DA application. More evidence for this conclusion is given when examining the background and observation error multipliers derived from the long, year-long simulations that were used to generate the results in Section b. That is, we use the $B$ and $R$ produced by the 1x2 FPI to perform a new 92-cycle DA simulation for 2013, and then compute the multipliers $\lambda_b$ and $\lambda_o$ from the input and output this long simulation. The 1x2 multipliers differ from those based on the 92-cycle simulation for 10x2 setup (dashed lines in Fig. 6). Specifically, the 1x2 multipliers deviate further from 1.0, strongly indicating that the 1x2 setup is less representative of the 92-cycle simulation than the 10x2 setup.

The reason for this is that, as the FPI converges, background and observation error multipliers should approach 1.0. Presuming now that we have a FPI setup that is fully representative of the 92-cycle DA simulation and a new 92-cycle simulation is started using the $B$ and $R$ obtained from the FPI, the multipliers obtained from this simulation should be nearly identical to 1.0 as well. Deviations from 1.0 thus indicate non-representativeness.

In light of these results, we created a new 10x2 FPI that uses the final values obtained from the 1x2 FPI in its first iteration. This new FPI setup converges towards the previous 10x2 values in just two iterations (for both DAC1 or DAC2; see extension experiments in Fig. 5). This result suggests that, in practical applications, the first iterations of a FPI can be based on a small number of DA cycles which come at a lower computational cost. After
a few iterations in which partial convergence is achieved, the FPI switches to a more representative, yet more expensive setup that uses a higher number of DA cycles and more observations for full convergence (see Section 4 for further discussion).

d. Effect of model dynamics on covariance estimates

While our FPI procedure adjusts the values in $B$ directly, the error covariance diagnostics in Eq. (5) are based on $BB^T$. In 4D-Var applications such as this, the operator $H$ contains the tangent-linear model dynamics; hence it is uncertain if a multiplicative adjustment of $B$ translates to an adjustment of similar magnitude to $BB^T$ after passing through the model dynamics. To quantify the effect of the tangent-linear model dynamics described by $H$ on the error covariance diagnostics estimates, we split the observations into subsets based on the time since the start of the assimilation cycle. Specifically, we split all observations used in our 92-cycle DA simulation for 2013 into four distinct observation subsets, one for each day of the assimilation cycle (the first subset contains all observations from the first day of each DA cycle, the second contains observations from each second day, etc.). At the start of each assimilation cycle, the model is initialized and there is no effect of dynamics, as the cycle progresses and the model runs forward, the effect of model dynamics increases. This effect propagates into $\sigma_b$, which incorporate $H$ and therefore account for model dynamics. To measure the effect of model dynamics, we compute $\sigma_b$ for each of the four observational subsets in which the impact of model dynamics becomes more pronounced from day 1 to day 4. In our application, the effect of model dynamics on estimates of $\sigma_b$ and subsequently the corrective multipliers remain relatively small (see Fig. 6). The largest change in estimates occurs between days 1 and 2 for SSH for background and also observation error multipliers; yet as observed in the previous results, the FPI adjustments have little effect on model SSH. When excluding the SSH results from the analysis, the maximum standard deviation between the four background error multiplier estimates is 0.13 (for salinity), and 0.32 for observation error multipliers (again, for salinity). Mean values are, as expected, close to 1.0 for most variables (exceptions like the background error multipliers for log-chlorophyll, highlight the benefits of the 10x2 over the 1x2 when estimating the error covariance diagnostics for all of 2013 and also show better error covariance diagnostics estimates for DAC2 compared to DAC1).
FIG. 6. The effect of basing the FPI multipliers on subsets of observations that correspond to the 1st, 2nd, 3rd, and 4th day of each assimilation cycle (cycle day, see Section d). The background error (top row) and observation error (bottom row) multipliers are shown for each observation type (in a separate column). The average multiplier for each observation type is marked by a dashed horizontal line in each panel. The multipliers are derived from the 92-cycle, year-long simulations for DAC1 and DAC2, and using both the 10x2 setup (the basis for the results presented in Section 3) and the computationally less expensive 1x2 setup, introduced in Section c.

FIG. 7. Convergence of $\bar{\sigma}_b$ (top row) and $\bar{\sigma}_o$ (bottom) for 6 FPIs that were initialized with randomized multipliers in comparison to the reference DAC2 1x2 FPI (black).
e. Attractiveness of the fixed point solutions

In a final set of experiments, we examine the attractiveness of the fixed points in order to investigate if there is a broader domain in which the iteration converges towards the same set of values. The complexity of the functions on which our FPIs are based on (see Eq. (5) and (6)), incorporating prior and posterior model solutions, prohibits an analytical examination. Instead, we start several FPIs in which \( B \) and \( R \) are modified by random multipliers and investigate their convergence characteristics. Due to the computational expense of the FPIs, we restrict our analysis to performing only 6 FPIs for DAC2 and the 1x2 setup.

At the start of the experiment, \( B \) and \( R \) are modified by random multipliers for each observation type. Each multiplier, randomly chosen from the interval of \([0.1, 10.0]\), is squared when applied to \( B \) and \( R \) (just like \( \lambda_b \) and \( \lambda_o \) used in the FPI procedure). Using the modified error covariance matrices as initial conditions, we then start a new FPI. In each of our 6 FPIs, the entries of \( B \) and \( R \) converge toward the same values as the reference FPI (not modified by multipliers) within 5 iterations (Fig. 7). Based on this evidence, the fixed point appears to be attractive, and we consider it unlikely that there are other fixed points within its close proximity that may yield more consistent results with respect to the error covariance diagnostics. Yet, by modifying \( B \) and \( R \) using multipliers, we do not change the structure of the specified errors. This experiment thus does not provide an answer to the question if the structures of \( B \) and \( R \) are specified correctly or if the FPI would converge to similar solutions if their structures change (although the latter question is to some extent addressed in our comparison of the convergence of DAC1 and DAC2 in Section a).

4. Discussion and Conclusions

We presented a simple way to objectively adjust the covariance matrices of variational DA systems based on the error covariance diagnostics which are easy to compute based on properties prescribed to the DA system or which can be obtained from one or more DA cycles. In the way presented here, the modification of covariance matrices is easy to implement and consists of a mere rescaling of variances and associated off-diagonal elements of \( B \) (up- and downweighting the contribution of individual observation types to the cost function). The result is a more consistent DA system (based on the error covariance diagnostics) with improved prior and posterior model-observation fit. In this first application of error covariance diagnostics to a coupled physical-BGC DA system, the covariance adjustments eliminate signs of overfitting present in the untuned DA system and balance the weighting of physical and chlorophyll \( a \) observations which are assimilated jointly. This can be an important issue in BGC DA where increments to the physical variables are weighted against biogeochemical increments, which in a previous setup of our DA system without error covariance diagnostics-based tuning required manual modifications of the error covariances in order to achieve meaningful improvement in chlorophyll \( a \) state estimates (Mattern et al. 2017). The error covariance diagnostics thus provide an objective way to determine the weight of each observation type in the assimilation, eliminating subjective manual decisions.

We tested the procedure on two DA configurations which predominantly differ in their prescribed background error structure. DAC1, the first configuration, bases its background error values on the statistics of a long model simulation without DA, while the second configuration, DAC2, uses constant surface variance values with a depth-decline, severely reducing the complexity of the prescribed values. The covariance adjustments led to improvements in both configurations, after the adjustments, they exhibit similar characteristics in terms of the statistics we examined. While the improvements for DAC1 can to some extent be attributed to the downweighting of in situ observations which showed indications of overfitting prior to tuning, the FPI does more than eliminate somewhat obvious shortcomings in our configurations. In particular, it also improves DAC2 where no distinction is made between in situ and other observations (either in terms of different observation error values or in the tuning procedure itself). Furthermore, the simpler but tuned DAC2 clearly outperforms the untuned DAC1 with respect to the posterior and prior model-observation fit, and provides very similar results after tuning. This outcome suggests that covariance estimates with a very simple structure together with covariance tuning may offer an alternative way to determine values for \( B \) without the requirement for an ensemble or a long model simulation.

FPIs based on error covariance diagnostics may converge toward incorrect error values if the error structure is not correctly modelled. One issue that several studies note, are difficulties in estimating background and observation error values jointly (Desroziers et al. 2005; Ménard 2016; Bowler 2017). Under certain conditions, the contributions of the two error types cannot be separated, resulting in incorrect adjustments to \( R \) and \( B \). In some of our initial experiments with the FPI (not shown), we observed only relatively small differences in the background error values when these quantities are estimated by themselves or jointly with observation errors (only conducted for DAC2 where values for \( \sigma_b \) remained within ±8% of the joint estimates). Another issue arises when correlated observation errors are modelled as uncorrelated errors (Waller et al. 2016c; Ménard 2016; Campbell et al. 2017). In this scenario, the observation error is typically underestimated by the error covariance diagnostics, effectively upweighting observations instead of attributing their impact to spatial correlations. This effect is likely influencing our application, where we assume uncorrelated errors for all ob-
ervations, including satellite data for temperature, salinity, and chlorophyll $a$. Our FPI implementation does not make adjustments to the error structure and can thus not mitigate this likely shortcoming of our error specification. Despite these limitations of the error covariance diagnostics, studies like Waller et al. (2016b); Campbell et al. (2017) and Cordoba et al. (2017) show that even with incorrectly modelled errors, it is possible to obtain useful results from the error covariance diagnostics unless the errors are severely misspecified (Bormann et al. 2016). Our results confirm these findings: despite the assumption of uncorrelated observation errors and no matter which of the two background error specification is used (DAC1 or DAC2), the error covariance diagnostics-based FPI yields the improvements in the assimilation results that we noted above.

A limitation of the specific approach presented here is that it makes no adjustments to the background error values for unobserved variables. This is especially an issue in complex BGC ocean models where typically no observations exist for most of the biological variables. In our application, we set the background error values for unobserved variables to relatively low values, a pragmatic approach to limit DA adjustments to variables which we can not objectively assess with the error covariance diagnostics presented here. A possible alternative that we did not explore would be the use of correlations in the state vector to establish correlations for background error values and perform a spatially-dependent adjustment of the background error values for unobserved variables (localized, in order to minimize the effect of spurious correlations; similar to the treatment of inflation factors in Anderson (2009)). Relatedly, a second limitation is that the approach presented here scales the full background error field for each variable, thereby assuming that its underlying spatial structure is correct. Given enough observations to provide reliable statistics, it is easy to allow for structural changes by dividing the observations into more types, for example by distinguishing between coastal and offshore observations or observations at different times of year, resulting in spatial or temporal structure in the background and observation error values. It is further possible to adjust off diagonal elements by estimating length scales (see, e.g., Ménard 2016). A third limitation of our approach is that the influence of the tangent-linear model dynamics is ignored in the computation of $\text{HBH}^T$ (see Section d). They may, however, be more important in other applications, especially when long DA cycles are used.

The covariance tuning is based on a FPI, which converges quickly in about 5 iterations. In our experiments, we observed that the FPI converges to similar but not identical values if it is based on 1 instead of 10 simulations with 2 cycles each (see Section c). Our results show that the 20 (non-consecutive) cycle statistics, which are based on approximately 10 times the number of observations, are more representative and thus preferable of the 2 cycle statistics. This suggests a FPI setup for practical applications that bases its first iterations on computationally cheap DA simulations, followed by iterations using more expensive simulations. The first iterations are used to achieve an initial convergence toward rough estimates of the error covariance values; to achieve the final convergence, the following iterations use more representative DA simulations consisting of more cycles and incorporating more observations.
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**APPENDIX A**

**Diagnostics for log-transformed variables**

While the diagnostics for the fixed-point iteration are derived in Desroziers et al. (2005) assuming Gaussian error statistics, it is not obvious that the theory applies more generally to variables with non-Gaussian distributions and error statistics. Here we re-examine the assumptions of the quadratic, incremental form of log-normal 4D-Var (Song et al. 2016a) used in the present data assimilation system and show that within the constraints of the linearized theory the diagnostics remain appropriate.

As discussed more extensively in Fletcher and Zupanski (2006) and Song et al. (2016a), the cost function for log-normal variables can be expressed as

$$J_L(x) = \frac{1}{2} ((\log(x) - \log(x_0))^T B_L^{-1} (\log(x) - \log(x_0)) + \frac{1}{2} ((\log(y) - \log(\hat{x}))^T R_L^{-1} (\log(y) - \log(\hat{x})).$$ (A1)

Background and observation error covariances in log-transformed space are represented by $B_L$ and $R_L$, respectively. The nonlinear observation operator $H$ interpolates the state vector both in time and space; thus model values at the observations can be written $\hat{x} = H(x)$. The desired analysis initial condition $x_0$ is obtained by finding $x$ that minimizes Eq. (A1), but nonlinearities introduce minimization challenges.
Nonlinearities in $H$ can be eliminated by developing an incremental form and assuming small deviations to the background. Specifically, $\tilde{x}_b = x_b - x_b$ represents the non-transformed increment, and the values of the analysis in observation space can be approximated in linearized form

$$
\tilde{x}_a = H(x_b + \delta x) \\
\approx H(x_b) + H\delta x
$$

where $H$ represents the tangent linear approximation to $H$.

Introduction of small increments to Eq. (A1) is not sufficient to render the cost function quadratic, and therefore its minimization still requires an iterative procedure. A quadratic form for $J_L$ is obtained through linearization of the natural logarithm function and can be written

$$
\log(H(x_a)) \approx \log(H(x_b) + H\delta x)) \\
\approx \log(H(x_b)) + LH\delta x
$$

where

$$
L = \frac{\partial \log(\tilde{x})}{\partial x} \bigg|_{x=H(x_b)}
\approx \begin{bmatrix}
H(x_b)_{11} & 0 & \cdots & 0 \\
0 & H(x_b)_{22} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & H(x_b)_{n_{obs}}
\end{bmatrix}^{-1}
$$

and the subscript 1, 2, $n_{obs}$ represents the observation index up to a total of $n_{obs}$ observations.

It is convenient now to introduce the log-space increment $\delta g = \log(x_a) - \log(x_b)$ which itself yields

$$
x_a = x_b \circ \exp(\delta g)
$$

where the $\circ$ indicates a Hadamard (element-by-element) product. For small increments $\delta g$,

$$
\delta x = x_0 \circ \exp(\delta g) - x_b \\
\approx x_b \circ (1 + \delta g) - x_b \\
\approx x_b \circ \delta g.
$$

Letting $X_b$ define a diagonal matrix with the elements of $x_b$ on the diagonal, the logarithm of the analysis in observation space is expressed in terms of log-space increments

$$
\log(H(x_b + \delta x)) \approx \log(H(x_b)) + LX_b\delta g \\
= \log(H(x_b)) + H_L\delta g
$$

and it follows that

$$
\log(H(x_i)) \approx \log(H(x_b)) + H_L(\log(x_i) - \log(x_b)).
$$

Thus $H_L = LHx_b$ represents the tangent linear operator that maps log-space increments $\delta g$ to observation space.

Denoting the log-space deviations between observations and the background at observation points and times as $d^o_b = \log(y) - \log(H(x_b))$, Eq. (A1) assumes its quadratic, incremental form

$$
J_L(\delta g) = \frac{1}{2}\delta g^T B_L^{-1} + \frac{1}{2}(d^o_b - H_L\delta g)^T R_L^{-1} (d^o_b - H_L\delta g).
$$

The similarity between traditional incremental 4D-Var assuming Gaussian statistics (Courtier et al. 1994) and quadratic, incremental, log-normal 4D-Var is evident. The solution that minimizes $J_L(\delta g)$ is

$$
\delta g = K_L d^o_b,
$$

where

$$
K_L = B_L H^T L (H_L B_L H^T L + R_L)^{-1}
$$

is a gain matrix defined in terms of log-transformed covariance matrices and linearized representations of the log-transformed model.

Following Desroziers et al. (2005), we examine several consistency diagnostics. For example,

$$
d^o_b = \log(y) - \log(H(x_b)) \\
\approx \log(y) - \log(H(x_i)) + \log(H(x_i)) - \log(H(x_b)) \\
= \tilde{e}_L + H_L e^b_L
$$

Here $\tilde{e}_L$ and $e^b_L$ represent the observational and background errors of log-transformed variables, respectively, and these errors are assumed to be uncorrelated. Deviations between log-transformed observations and analysis at observation locations and times become

$$
d^o_a = \log(y) - \log(H(x_a)) \\
\approx \log(y) - \log(H(x_b)) + H_L\delta g \\
= (I - H_L K_L) d^o_b.
$$

And differences between the log-transformed analysis and background in observation space is given by

$$
d^o_b = \log(H(x_a)) - \log(H(x_b)) \\
\approx H_L\delta g.
$$

From these definitions, the following expectation values are obtained

$$
\mathbb{E} (d^o_b d^o_b^T) = R_L + H_L B_L H^T L
$$

$$
\mathbb{E} (d^o_a d^o_a^T) = H_L A_L H^T L
$$

$$
\mathbb{E} (d^o_b d^o_b^T) = R_L
$$

$$
\mathbb{E} (d^o_a d^o_a^T) = H_L A_L H^T L
$$
where $\Lambda_t$ is the analysis error covariance in log-space. These expressions are analogous to those derived by Desroziers et al. (2005) with the appropriate changes in covariance matrices and linearizations to the log-transformed model.

**APPENDIX B**

**Treatment of log-chlorophyll**

In our 4D-Var DA system, we presume that both the large phytoplankton (LP) and small phytoplankton (SP) variable contribute towards model chlorophyll using fixed but different carbon-to-chlorophyll $\alpha$ ratios. That is, we presume

$$\mathbf{x}_{\text{chl}} = \alpha_{\text{LP}} \mathbf{x}^{\text{LP}} + \alpha_{\text{SP}} \mathbf{x}^{\text{SP}},$$

(B1)

where $\alpha_{\text{LP}}$ and $\alpha_{\text{SP}}$ are the carbon-to-chlorophyll $\alpha$ ratios for LP and SP respectively. We further assume that chlorophyll $\alpha$ is approximately log-normally distributed (see, e.g., Song et al. 2012, 2016a). This assumption leads to an issue, as we need to assign a distribution to both LP and SP, and, based on Eq. (B1), the two variables have neither normal or log-normal distributions. Yet in practice, based on an analysis of the distributions of all variables in the model output, none of the variables has an exact normal or log-normal distribution. Hence, as for all other variables, we assign the distribution which better approximates the LP and SP distributions observed in the model; for both variables this is the log-normal distribution.

The log-normal assumption poses an obstacle when computing the error covariance diagnostics (see Section c) for chlorophyll $\alpha$. The properties $d_{\text{LP}}^\alpha$, $d_{\text{SP}}^\alpha$ and $d_{\text{bol}}^\alpha$ on which the statistics in Desroziers et al. (2005) are based, now require the computation of differences in log-space. For example, for log-normal variables, $d_{\text{bol}}^\alpha$ becomes:

$$d_{\text{bol}}^\alpha = \log(y) - \log(H(x_b)),$$

(B2)

where here, and in the following, the log-transformation is performed element-wise when applied to a vector. The derivation of the relationships between $\sigma_\alpha$, $\sigma_b$, $\sigma_\beta$, and $\sigma_\gamma$ (see Eq. (7)) in Desroziers et al. (2005) requires that the tangent-linear assumption holds. For log-normal variables, this entails:

$$\log(H(x_b)) - \log(H(x_t)) \approx H_L (\log(x_b) - \log(x_t)),$$

(B3)

where $x_t$ is the presumed true model state and $H_L$ is the linearized observation operator specific to the 4D-Var implementation with log-transformation (see Appendix A and Eq. (A2) therein for a derivation, and Section 2.3 in Song et al. (2016a) for further details). While Eq. (B3) thus holds approximately true for the log-normal variables, there is a problem when including the weighting with the carbon-to-chlorophyll $\alpha$ ratios $\alpha_{\text{LP}}$ and $\alpha_{\text{SP}}$ and subsequent aggregation of LP and SP to chlorophyll $\alpha$ as performed in Eq. (B1) into the observation operators. In the following we consider a simple (low-dimensional) example to showcase the log-chlorophyll problem and the solution we use in our FPI implementation. The example can easily be extended to the general, higher-dimensional case with more variables. Given a single chlorophyll $\alpha$ observation $y_{\text{chl}}$ and $\mathbf{x} = (x_{\text{LP}}^o, x_{\text{SP}}^o)^T = H(x_t)$, the model solution for LP and SP at the observation location, the weighting with the carbon-to-chlorophyll $\alpha$ ratios and aggregation can be included in the matrix $\mathbf{A} = (\alpha_{\text{LP}}, \alpha_{\text{SP}})$, so that $\mathbf{x}^\text{chl} = \mathbf{A} \mathbf{x}$. Due to the log-transformation,

$$\log(\mathbf{A} H(x_b)) - \log(\mathbf{A} H(x_t)) \neq \mathbf{A} \mathbf{H}_L(\log(x_b) - \log(x_t))$$

and thus $\mathbf{A}$ cannot be easily included in the computation of $d_{\text{LP}}^\alpha$, $d_{\text{SP}}^\alpha$ and $d_{\text{bol}}^\alpha$ in this example or the general case when $\mathbf{A}$ contains multiple instances of weighting and aggregation of LP and SP to chlorophyll $\alpha$.

A solution to the log-transformation issue is thus to avoid the weighting and aggregation of LP and SP to chlorophyll $\alpha$. Instead, chlorophyll observations are split into LP and SP and the comparison is performed for both variables without further transformation, so that Eq. (B3) holds. Critically, our approach does not require the knowledge the LP-to-SP ratio (LP:SP) in the observations (it is typically not known) but requires the assumption that the LP:SP is identical in $y$, $H(x_\alpha)$ and $H(x_t)$ at each chlorophyll $\alpha$ observation location (it does not need to be identical at different locations). In our simple example $y = (y_{\text{LP}}^o, y_{\text{SP}}^o)^T$ and $\mathbf{x} = (x_{\text{LP}}^o, x_{\text{SP}}^o)^T = H(x_t)$. To compute $d_{\text{LP}}^\alpha$, $d_{\text{SP}}^\alpha$ and $d_{\text{bol}}^\alpha$, we then use the identical LP:SP assumption to define two constants $\beta$ and $\gamma$ that convert chlorophyll $\alpha$ to LP and SP, respectively, and for $y$, $H(x_\alpha)$ and $H(x_t)$. It follows

$$d_{\text{bol}}^\alpha = \log(y) - \log(H(x_b)) = \log(\beta y_{\text{chl}}) - \log(\gamma y_{\text{chl}}) = \log(\frac{\left(\beta y_{\text{chl}}\right)}{\left(\gamma y_{\text{chl}}\right)}) .$$

Since both $y_{\text{chl}}$ and $\mathbf{x}_{\text{bol}}$ are known, the result is easy to obtain and does not depend on the value for $\beta$ or $\gamma$ and thus the actual value of LP:SP. The properties $d_{\text{LP}}^\alpha$ and $d_{\text{SP}}^\alpha$ are computed analogously to $d_{\text{bol}}^\alpha$ using the same assumption.

A major effect assuming identical LP:SP is that the values of $\sigma_{\text{bol}}$ for LP and SP in the FPI converge towards each other; consequently the background error entries typically (depending on their spatial structure and observation locations) converge or remain identical, as in the case of
DAC2. As a result, the corrective increment applied by the DA system does not significantly alter the LP:SP ratio from that of the prior model state. As no information of LP:SP is contained in the satellite chlorophyll a data, this could be considered a positive side effect.

References


Raghukumar, K., C. A. Edwards, N. L. Goebel, G. Broquet, M. Veneziani, A. M. Moore, and J. P. Zehr, 2015: Impact of assimilating physical oceanographic data on modeled ecosystem dynamics


